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military comuand and control environments. Overall contributions resulting
from this research program include the understanding of how environmental
noise degrades narrow band, coded speech, development of appropriate real-
time noise suppression algorithms, and development of speech parameter
identification methods that consider signal contamination as a fundamental
element in the estimation process. This report describes the current
research and results in the areas of noise suppression using the dual input
adaptive noise cancellation using the Short-time Fourier Transform algorithms,
articulation rate change techniques, and a description of an experiment which
demonstrated that the spectral subtraction noise suppression algorithm can
improve the intelligibility of 2400 bps, LPC-10 coded, helicopter speech by
10.6 point
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Section I

Summary of Program for
Reporting Period

Program Objectives

* f To develop practical, low cost, real-time methods for suppressing noise

which has been acoustically added to speech.

To demonstrate that through the incorporation of the noise suppression

methods, speech can be effectively analysed for narrow band digital

transmission in practical operating enviroments.

Summary of Tasks and Results

Introduction

This semi-annual technical report describes the current status in the

I research areas for the period 1 October 1979 through 31 March 1980.



INlELLIGIBILMAN ME LMT TFSTIN

RUUL'IS ONi SPECI'AL ---'DACO AND LPC-lO

S.F. Boll, G. Randall, R. Armantrout, R. Power

ABSTRACT

The details and results of an experiment to measure the improvement in

intelligibility and quality of noise suppressed LPC-10 coded speech is

described. An improvement of 10.6 points resulted when helicopter speech was

first preprocessed by the Utah Spectral Subtraction algorithmn before

compressed 2400bps by the Navy LPC-10 algorithm.
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ADAPTIVE NOISE CANCELLING IN SPEECH

USING THE SHOM-TIME FOURIER TRANSFOUM

S. F. Boll

ABSTRACT

Acoustic noise in speech can be suppressed by filtering a separately

recorded correlated noise signal and subtracting it from the speech waveform.

In the time domain this adaptive noise cancelling approach requires a

computational rate which is linear with filter length. This paper describes

how to implement the noise cancelling procedure in the frequency domain using

the short-time Fourier transform. Using the efficiency of the FFT results in

a computation rate which is proportional to the log of the filter length. For

acoustic noise suppression where the filter length can be on the order of one

thousand points, this approach offers a viable alternative for real time

implementation. The performance of this method is compared with the time

domain methods on noisy speech having a noise power equal to the signal power

and is shown to be equally effective as a noise cancelling preprocessor.
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SPEECH AMICU[ATIM1 RATE CHAN USING RECU SIVE

BAINDWIH SCALING

H. Ravindra

ABSTRACT

Speech articulation rate change is done by analyzing the speech signal

into several frequency channels, scaling the unwrapped phase signal in each

channel and synthesizing a new speech signal using the modified channel

signals and their scaled center frequencies. It is shown that each channel

signal can be modeled as the simultaneous amplitude and phase modulation of a

carrier and that only scaling the phase modulating signal does not result in a

proportional scaling of the bandwidth of the channel signals which results in

the introduction of different types of distortions like frequency aliasing

between channels when an increase in the articulation rate is attempted and

reverberation when a rate reduction is attempted. It is proposed that the

amplitude modulating signal bandwidth should also be scaled and a recursive

method to do this is discussed.
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INTELLIGIBILITY AND QUALITY TESTING

RESLTS ON SPECTRAL SUBTRACrICH AND LPC-10

S.F. Boll, G. Randall, R. Armantrout, R. Power

• [ t



5

INTELLIGIBILITY AND OJALITY

TESTING RESULTS ON SPECTRAL SUBTRACTION AND LPC-10

Summary

Motivation

A primary goal in this research effort was to design a real-time single

microphone noise suppression algorithm and test its performance on speech

recorded in a military platform and coded using a real-time, 2400bps, standard

speech compression algorithm. The following experiment was conducted in

October 1979 to accomplish this task with the cooperation of the Naval

Research Laboratory (NRL) and Dynastat Inc.

Experiment Definition

The data base consisted of a three-speaker Diagnostic Rhyme Test (DRT)

list recorded in the RH-53 helicopter. This data base was processed by the

real-time spectral subtraction algorithm as implemented on the Utah FPS-120B

array processor. Audio tapes consisting of the original digital source and

the spectral subtraction output were then sent to NRL. Each of these tapes

were processed through NRL's LPC-10 2400bps real-time bandwidth compression

system, generating two more tapes: original digital source with LPC, and

spectral subtraction output with LPC. Finally these four tapes were sent to

Dynastat for intelligibility scoring.

Results

The total DRT score for each tape is:

Original Digitized Source = 85.2
Spectral Subtraction Output = 79.8
Original Digitized Source With LPC = 53.9
Spectral Subtraction Output With LPC = 64.5

A detailed stmmary is provided in the section on results.
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Discussion

The results of this experiment clearly show that the intelligibility of

2400 bps LPC coded speech can be significantly increased by preprocessing with

spectral subtraction. These results should be considered as a lower bound for

expected performance. For an actual implementation, the intermediate analog

tape recording would be absent. More importantly the noise suppression

algorithm could be tailored if necessary to compensate for known vocoder noise

sensitivities. (This version was not tailored to operate with any specific

vocoder.) Finally the noise rejection below 1kHz could be further improved by

use of an improved noise cancellation microphone.

NOISE SUPPRESSION ALGORIT M DESCRIPTION

A development of the spectral subtraction approach to acoustic noise

reduction was published in the April '79 issue of IEEE Transactions of

Acoustics Speech and Signal Processing, [1]. A description of the specific

algorithm implemented was published in the conference proceedings of the

International Conference on Acoustics, Speech and Signal Processing, April

1979, [2]. Based on these specifications a non real-time implementation was

programed in FORTRAN. Using this program as a standard, a real-time,

microcoded algorithm was implemented on the FPS120B array processor.

EXPERIMENT DESCRIPTICN

Data Base

A three speaker DRT word list group was recorded on the RH53 helicopter

platform. An audio tape containing a copy of the recording was mailed to

Utah.



7

A digital recording was made directly from the audio tape. The data were

low pass filtered to 4kHz and sampled at 8kHz using a 15 bit analog to digital

converter. Each speaker word list was stored as a file on disk.

Noise Suppression Processing

Each DRr speaker file was processed by the spectral subtraction algorithm

as implemented on the FPS-120B array processor. The processing was configured

in a "disk-to-disk" mode. Thus for each input file an output file was

generated. The computing speed of the array processor provided "real-time"

processing in the sense that the computing time to process a buffer of speech

was less than the buffer length time interval. There was no post editing on

the files.

Two audio tapes were recorded: the original digital signal and the

spectral subtraction output.

LPC-10 Processing and DRT Scoring

The audio tapes, were mailed to the Naval Research Laboratory. Under the

direction of Dr. George Kang, two additional tapes were generated: original

digital signal with LPC, and spectral subtraction output with LPC, by playing

the original tapes through NRL's real-time 2400 bps LPC-10 algorithm.

These four tapes were then sent to Dynastat for intelligibility scoring.

RESULTS

Two sets of results are presented. In Table I the DR scores for each

tape are listed in terms of each attribute. Dynastat also provides a quality

rating breakdown using the DRT database. These quality ratings are given in

Table 2.
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Or iginal Spectral original Spectral
Dig ital Subtraction Digital Subtraction
Signal Output Signal ou.tput

with LPC with LPC

Voicing 95.6 94.5 55.7 72.9
Nasality 95.3 88.3 51.3 63.8
Sustention 69.0 58.3 40.6 41.7
Sibilation 87.2 85.9 61.2 72.9
Graveness 70.1 56.2 38.0 51.3
Compactness 94.3 95.6 76.3 84.1
To~tal 85.2 79.8 53.9 64.5

DRT Intelligibility Scores

Table 1
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Original Spectral Original Spectral
Digital Subtraction Dig ital Subtraction
Signal Output Signal output

With LPC with LPC

(s)Natural 57.7 55.2 31.4 36.9
(b)Inconspicuous 28.7 50.0 21.1 43.5
(t)Intelligible 42.9 53.1 22.6 26.7
(t)Pleasant 24.4 47.8 7.8 29.6
(t) Acceptable 26.2 41.9 14.0 25.8
Total 31.2 47.6 14.8 27.4

Quality Scores From DRT Data Base

Table 2

(s) speech level
(b) background
(t) total effort

Ld
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Steven F. Boll



12

ABSTRACT

ACOustic noise in speech can be suppressed by filtering a separately

recorded correlated noise signal and subtracting it from the speech waveform.

In the time domain this adaptive noise cancelling approach requires a

computational rate which is linear with filter length. This paper describes

how to implement the noise cancelling procedure in the frequency domain using

the short-time Fourier transform. Using the efficiency of the FFT results in

a computation rate which is proportional to the log of the filter length. For

acoustic noise suppression where the filter length can be on the order of one

thousand points, this approach offers a viable alternative for real time

implementation. The performance of this method is compared with the time

domain methods on noisy speech having a noise power equal to the signal power

and is shown to be equally effective as a noise cancelling preprocessor.

I K OUCTION

There can be a significant reduction in measured speech intelligibility

and quality due to ambient background noise present in many operating

environments, (1]. Single microphone noise suppression algorithms have been

shown to improve the quality and the intelligibility of vocoded speech, for

some environments, [2]. [3]. These methods however become ineffective when

the noise power is equal to or greater than the signal power or when the noise

characteristics, e.g., mean, variance, etc., change rapidly in time. For

these situations, adaptive noise cancellation using two microphones has been

shown to be an effective method for removing the noise in speech which is

correlated between the two microphone signals, [4].
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Time Domain Approach

In adaptive noise cancelling a Wiener least squares filter is estimated

based on the cross correlation between the two input signals, [51. It filters

the second correlated noise source to minimize the output power between the

two microphone signals. This approach generates an output signal which is a

least squares estimate of the speech waveform. The Wiener filter is normally

estimated in the time domain using the IMS [41, [51, the gradient lattice,

[41, [61, [7], or the least squares adaptive lattice algorithm [8]. For these

approaches, the computational requirements in terms of multiply-adds per

sample is linear with filter length. For the acoustic noise suppression

problem, the required filter length can be on the order of a thousand points,

[4]. Thus even with a linear computational relationship, the requirements of

such a long filter, pushes these approaches beyond the limits for real-time

implementation. In addition these time domain approaches must feed the output

back to update the filter. Unless the filter update step size is kept

sufficiently small, the algurithm will introduce significant echo in the

speech output. On the other hand, a small step size will correspondingly

lengthen the adaptation time resulting in a more sluggish response to noise

environment changes.

Frequency Domain Aproach

This paper describes an alternative approach to adaptive noise

cancellation where the required Wiener filter is estimated using the

short-time Fourier transform. This method differs from [11] in that the

gradient algorith is not used, instead the filter is estimated explicitly.

Rabiner and Allen 191 have developed a procedure for estimating the least

squares filter where the effects of the analysis window are compensated,
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(unbiased estimate). In addition, the required cross and autocorrelations and

convolutions are computed using the FFT with a buffer size which is only twice

the filter length. By using this frequency domain approach the computational

requirements per sample are thus proportional to the log of the filter length.

The efficiency of the FFT can be used to reduce the computing requirements to

within the limits for real time array processing.

The paper is divided into sections which describe how the algorithm is

implemented, how it performs in reducing acoustic noise in speech, how it

compares with the EMS and gradient lattice approaches in terms of adaptation

rate and excess mean squared error, and what are some of its advantages and

limitations.

AWORIM DESCRIFflIC

The algorithm is divided into procedures which (1) computes the

short-time Fourier transforms, (2) calculates the unbiased auto and cross

spectral estimates, (3) determines the Wiener filter estimate, and (4)

performs the high speed convolution and subsequent noise filtering. A block

diagram for the algorithm is shown in figure 1.

Short-Time Fourier Transform Estimate

Using the notation given in (9], define the short-time Fourier transform

of a signal x(n), at time mR as

niR .27r
X(m,k) - I x(n)w(mR-n)exp(-j kn)

nee s- 1+1

where R is the period (in samples) between adjacent estimates of the
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short-time transform of the signal and w(n) is a causal, low-pass FIR filter

of duration L samples. Here the transform is expressed in sampled form, with

the frequency spacing of 2 rAN obtained using an N point UT of the sequencei
x (n) w (mR-n).

Unbiased Auto and Crohs Spectral Estimates

Define the primary and reference signal inputs as x(n) and v(n)

respectively. Let h(n) denote the filter coefficients of the Wiener filter

which minimizes the mean squared error:

I = I (x(n)-v(n) *h(n)) 2

n

Then the filter coefficients satisfy the relation
M-1
y h(k)Rvv(k-n) = Rvx(n) n = ol,...M-1

k=O

where

Rvv(n) = I v(k)v(k-n)

co

Rvx(n) = I x(k)v(k-n)I k=-w

M = filter length

If windowed segments of v(n) and x(n) are used to compute Rvv(n) and Pvx(n)

directly, Rabiner and Allen show that the resulting Wiener filter will be

incorrectly biased by the autocorrelation of the time window. However, this

bias can be removed by calculating "window compensated" correlations using
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adjacent windowed data sets. The details of the development are given in [9].

* ,The resulting Wiener filter estimate in the frequency domain is given by

H (k) = Svx(k)/Svv(k)

where p-1 q2
Svx(k) = Z [ X(m,k)V*(m+q,k)

mO q=ql

p-i q2

Svv(k) = V(m,k)V*(m+q,k)
m=0 q=ql

with

ql = -[L+M-2)/R]

q2 = [L-I)/R]

and P equals the number of analysis sections.

Adaptive, Time Averaging

In order to allow the algorithm to process the data as it arrives, the

Wiener filter is recalculated at the predefined update rate, R using spectral

estimates Svj(k) and Svv(k) which have been smoothed by averaging along each

frequency bin. The averaging algorithm used consists of either taking the

partial sums accumulated up to present point in time or using a simple

one-pole filter with an appropriately long-time constant. For the stationary

noise experiments described below both methods were equivalent. For

nonstationary noise environments, some form of adaptive averaging will be

required. The specific technique to be used represents an area for future

study.



17

Reference Signal Filtering and Primary Signal Noise Reduction

As the Wiener filter is updated, it can be used to filter the reference

noise signal. The output of this convolution can then be subtracted from the

primary input to reduce the additive correlated noise. Standard FFT

convolution is used to filter v(n) with h(n). Since all signals are real,

standard biplexing is used to double the through put. Thus as each new set of

data buffers are filled, the short-time spectral estimates can be computed,

the cross spectral estimates updated, the Wiener filter calculated, and the

reference signal filtered and subtracted from the primary signal.

Computational Requirements

By taking advantage of the efficiency of the FFT, the number of real

multiply-adds per input sample for this approach is proportional to the log of

the filter length. The exact number depends upon the specific implementation

plus the ingenuity of the programmer. The author's implementation required

approximately 40 1g2M + 200 multiply-adds per sample. Contrast this with the

2M multiply-add per sample requirements of an UMS implementation. For filter

lengths greater than about 100 the frequency domain approach requires less

multiply-adds. Of course not considered are the other important issues in

assessing the algorithm complexity. Specifically, the frequency domain

approach will require considerably more memory and be more complex to program
I.

than the time domain methods. On the other hand, time domain methods not

using energy normalization require a priori information about the energy in

the reference channel in order to pick an appropriate step size. If the step

size is too large the algorithm output may go unstable, if the step size is

marginally too large the algorithm will introduce echo in the speech, or if

the step size is too small the algorithm will be slow to converge. This gain
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adjustment is taken care of automatically in the frequency domain approach.

There is no echo present and as shown below, the algorithm will converge at

the predicted rate of 3dB/octave in the presence of uncorrelated independent

noise.

RESULTS

The performance of any noise suppression algorithm is ultimately

determined by the improvement in measured intelligibility and quality due to

the algorithm. Quantitative methods for measuring these improvements use

scoring tests such as the DRT [10]. At the time of this experiment, a

two-microphone data base was not available.

Instead a controlled data base was used to compare the performance of

this approach with two time domain methods: [MS and Lattice gradient. The

data base was the same as that described in [4]. A stationary white noise

source was recorded from an analog noise generator onto audio tape. The

acoustic noise was generated by playing the audio tape out through a loud

speaker into a hard walled room. The reference signal microphone was placed

next to the loud speaker, while the primary microphone was placed twelve feet

away next to the control terminal. The speaker spoke into the primary

microphone while controlling the stereo recording program. The noise power

was adjusted to such a level that the recorded speech was completely masked.

The signals were filtered at 3.2kHz, sampled at 6.67kHz, and quantized to ....

fifteen bits. Recordings were made with and without speech present, each

lasting 24.5 sec.

For each time domain algorithm a step size was chosen such that the echo
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induced at the output was barely discernible. Such a choice thus represents a

compromise between fast adaptation, (step size large) and minimal speech

distortion, (step size small). Each algorithm then processed the acoustic

data in the absence of speech activity in order to determine convergence rate

versus processing time. The results of the experiment for a 1024 point filter

length are shown in figure 2. Each method reaches a steady state error of

about -15dB after about 15 seconds. With speech activity present the results

were essentially the same, namely little or no intelligibility at the

beginning, while significant intelligibility after 15 seconds. Again these

intelligibility results were purely subjective. They did show, however, that

the frequency domain approach is comparable to the time domain methods in

terms of convergence, and superior to the time domain methods in the sense

that no a priori information is required and echo is absent in the output.

Finally the processing time of frequency domain FORTRAN algorithm was

approximately 3 1/2 times faster than the IMS FORTRAN algorithm as predicted.

CONCLUSICIS

A method for adaptive noise cancellation in the frequency domain has been

described. Using unbiased estimates of auto and cross spectral calculated

using the short-time Fourier transform with FFT's the Wiener filter can be

calculated with a computation rate proportioned to the log of the filter

length. For the long filter lengths required for acoustic noise reduction,

the approach will significantly reduce the computing requirement compared to

time domain methods. In addition the convergence characteristic of this

method is equivalent to time domain methods and finally this method inherently

generates a higher quality output, free of echo. For reverberant high noise
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environments requiring large filter lengths, this approach provides a viable

alternative for real time voice preprocessor noise suppression.
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ABSTRACT

I.

Speech articulation rate change is done by analyzing the speech signal

into several frequency channels, scaling the unwrapped phase signal in each

channel and synthesizing a new speech signal using the modified channel

signals and their scaled center frequencies. It is shown that each channel

signal can be modeled as the simultaneous amplitude and phase modulation of a

carrier and that only scaling the phase modulating signal does not result in a

proportional scaling of the bandwidth of the channel signals which results in

the introduction of different types of distortions like frequency aliasing

between channels when an increase in the articulation rate is attempted and

reverberation when a rate reduction is attempted. It is proposed that the

amplitude modulating signal bandwidth should also be scaled and a recursive

method to do this is discussed.

Im'DUCrICN

A short-time Fourier analyzer (STFA) uses a fixed analysis window and

hence has the property that the analysis frequency resolution is constant with

frequency, [4,51. To model the human auditory mechanisms more closely, the

constant-Q (CQ) analysis/synthesis technique was developed by Youngberg [21.

In such a system, the frequency resolution decreases linearly with frequency.

Youngberg used the CQ system to perform articulation rate changes of speech

signals. The speech signal is analyzed using a CQ filter bank. The unwrapped

phase signal in each channel is scaled by the required factor and a new signal

synthesized using these modified channel signals after also scaling the

channel center frequencies by the same factor. The resulting signal will have
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a different articulation rate as determined by the phase scale factor, when

the sampling frequency is scaled by the reciprocal of this factor. This

technique is based on the assumption that scaling the channel phase signals

causes a proportional change in the bandwidth of the channels. It is shown

that such a scheme introduces different types of distortions like

reverberation, frequency aliasing between channels, etc., due to the fact that

the channel signals can be modeled as simultaneously amplitude and phase

modulated (APM) signals. This effect is called the 'Kahn-Thomas' effect in

this paper. It is also shown that to counteract this effect, it is also

necessary to scale the bandwidths of the channel magnitude signals. A

recursive scheme has been implemented to effect the bandwidth scaling of the

amplitude modulating signals.

SPEECH ARTICULATIC RATE CHANGE

Speech rate change is achieved by separating the temporal and spectral

features of the signal and modifying the temporal features only, [1,2,4]. The

resulting signal will have the same spectral properties (same pitch) but it

sounds as if it has been articulated at a different rate. Techniques like the

STFA and Constant Q Transform (CQr) are available to perform the separation of

the above features. It is to be noted, however, that because of the

uncertainty relationship between the analysis time and frequency resolutions,

it is possible only to approximately separate the two features. Perceptually

better results are to be expected when the feature separation is performed in

a way similar to that of the human ear. The STFA technique suffers from the

fact that the analysis frequency resolution is constant with frequency whereas

that of the human auditory system has a linearly decreasing dependence on the

frequency. The CQ analyzer has resolution properties close to that of the ear
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and hence can perform the feature separation in a manner quite similar to that

of the human auditory system.

The rate change technique based on the CQr depends on the stretch

property satisfied by the CQr which is stated as follows:

f(at) F(/a,at)/iaI (1)

where f(t) is a time signal, F6,t) is the CQr of f(t) and a is a factor used

to scale the time axis. It is clear from this that the independently

frequency scaled CQ spectral domain is related to the independently time

scaled Co spectral domain by a change of the signal's time scale. Based on

this, the rate change can be performed as below. The speech signal is

analyzed into a finite number of channels and the center frequencies of

channels are scaled by the required factor. To maintain the proper spectral

relationship between channels, it is also necessary to scale the channel

bandwidths by the same factor. This then would lead to an independently

frequency scaled Co spectral domain. The signal synthesized from this will

have an articulation rate scaled by the reciprocal of the factor used above.

The channel bandwidth scaling is done by scaling the phase signal in each

channel. This is based on the assumption that the phase derivative represents

the instantaneous frequency of the channel signal and that scaling the phase

signal leads to scaling the instantaneous frequency and hence the channel

bandwidth. It will be shown in the next section that the above assumption

leads to improper scaling of the channel bandwidths resulting in the

introduction of different types of distortions.
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THE 'KAHN-TO'MAS EFFBCT

The CQ analysis of a speech signal f(t) results in a set of signals

corresponding to the set of channels making up the CQ filter bank. It will be

shown here that each channel signal can be modeled as an APM signal and that

the results developed by Kahn and Thomas for such signals can be applied to

explain the problems associated with the scheme described in the previous

section.

Let the impulse response of the nth channel filter be

gn(t) = hn(t) COS(wnt) (2)

where hn(t) is the impulse response of a low pass spectral window

corresponding to the nth channel. Then the output of the nth filter is
n(t) = ft=nt f (x) hn (t-x) COS [wn (t-x) I dx

-OD (3)

which can be written as, [1,

fn(t) = IF(wn,t) l COStwnt + (wn,t)} (4)

where IF((,n,t) I, *((An,t) and Wn are the magnitude, phase and center frequency

of the nth channel respectively. It is seen from (4) that the channel signal

fn(t) can be modeled as an APM signal with the magnitude and phase in the nth

channel acting as amplitude and phase modulating signals respectively.

Kahn and Thomas have derived an expression for the second moment

bandwidth of such a signal. Representing fn(t) by g(t), IF(wn,t)I by m(t) and
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O(wn,t) by 0(t), the second moment bandwidth of g(t) can be written as
= Q2m + Em 24/Ejm21(5)

g()

where E is the expectation operator, sm is the second moment bandwidth of the

amptitude modulating signal m(t) and 4 is the derivative of the phase signal.

It is clear from this expression that scaling the phase derivative does not

result in a proportional change in Qg. Figures 1 and 2 show the effect of

scaling the unwrapped phase signal on the channel bandwidth. A segment of

speech was analysed using the CQ filter bank and the second moment bandwidth

of each channel signal computed using (5) after measuring the required

expected values. The curves represent the channel bandwidth as a function of

channel number for various phase scale factors. These are mean curves through

the actual data points. It can be seen that these results confirm the claim

that scaling the phase signal does not result in a proportional change in the

channel bandwidth. Hence, on rate reduction, the channel bandwidths are

effectively expanded by an amount smaller than that by which the center

frequencies are expanded which introduces reverberation. The opposite happens

on rate increase which leads to frequency aliasing between channels. Also

since each frequency component is analyzed into three or four CQ bands,

incorrect scaling of each channel bandwidth leads to frequency scattering

effect which introduces a signal dependent background noise.

One method to compensate for these effects would be to measure the

various terms in the expression for S1 and compute a correction for the

factor to be used to scale the phase signal. This does not work well since,

for factors less than unity, sometimes the corrected factor comes out

imaginary, 121, and for factors greater than unity, certain properties of

phase modulation lead to severe spectral distortions. In phase modulation,
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increased depth of modulation (corresponding to larger phase scale factors in

this work) results in the spreading of the spectrum not uniformly about the

center frequency but with increased concentration of spectral energy about

certain frequencies on either side of the channel center frequency and with

reduced energy concentration over a range of frequencies around the center

frequency, [6]. This results in a dip in the spectrm over this frequency

range which leads to the spectral distortions mentioned above.

The proposed method to compensate for these effects is based on the

observation that if the bandwidths of the amplitude modulating signals are

also scaled by the same factor as used to scale the phase, then reasonably

accurate bandwidth scaling can be achieved. This leads to the idea of

recursive bandwidth scaling described in the next section.

RECESIV" BAIWIDf SCALING

In the previous section it was shown that it is necessary to scale the

amplitude modulating signal in each channel in addition to scaling the phase

signal. The method considered in this work consists of subdividing each of

the amplitude modulating signals into a set of sub-channels, scaling the

unwrapped phase in each sub-channel and applying this same idea recursively to

the amplitude modulating signal in each sub-channel to effect a more accurate

bandwidth scaling of these signals. The recursion is carried down to the

required depth and bandwidth scaled channel signals are synthesized by

climbing back up the tree. This would lead to more accurate channel bandwidth

scaling at the top level. The recursion depth is limited by several factors.

The ccmputational load grows enormously with depth. The ability of the method

to remove or introduce redundant information, which is the essential principle
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on which the method is based, becomes poorer with increased depth of recursion

very quickly. In this work a depth of two, including the top level, was used.

The number of sub-channels used for each top level channel varied between two

and six. Carefully designed Kaiser windows were used at the lower level

since, for a given window length, Kaiser window characteristics were more

acceptable.

Articulation rates of several speech samples were changed both upward and

downward with and without the above recursive compensation. Informal

listening tests indicated that the signal dependent background noise on rate

increase and reverberation on rate reduction were both reduced when the

recursive scheme was used.

A recursive bandwidth scaling technique has been developed to correct for

some of the distortions like reverberation, frequency aliasing and frequency

scatter introduced by the articulation rate change technique which uses the CQ

transform. Without such a compensation, scaling only the phase signal in each

of the CV channels leads to inaccurate channel bandwidth scaling which

introduces the above types of distortions.
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Figure 1 Seond momfent dhannel bandwidth versus dhannel nuber for
various phase scale factors (indicated by nuinbers adjacent
to the curves) less than unity. The analysis Q used is
6.0. These are maan curves through the actual data points.
The bottom most curve corresponds to the bandwidths of only
the magnitude signals in the dannels.
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Figure 2 Same as figure 1 except that the phase scale factor used is
greater than unity.


